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#### Abstract

In this work we investigate an inverse coefficient problem for the one-dimensional subdiffusion model, which involves a Caputo fractional derivative in time. The inverse problem is to determine two coefficients and multiple parameters (the order, and length of the interval) from one pair of lateral Cauchy data. The lateral Cauchy data are given on disjoint sets in time with a single excitation and the measurement is made on a time sequence located outside the support of the excitation. We prove two uniqueness results for different lateral Cauchy data. The analysis is based on the solution representation, analyticity of the observation and a refined version of inverse Sturm-Liouville theory due to Sini [35]. Our results heavily exploit the memory effect of fractional diffusion for the unique recovery of the coefficients in the model. Several numerical experiments are also presented to complement the analysis.
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## 1 Introduction

In this work, we are concerned with an inverse coefficient problem for one-dimensional subdiffusion. Fix the interval $\Omega=(0, \ell)$, with $\ell>0, T>0$, let $q \in L^{\infty}(\Omega)$ be a non-negative function and let $\rho \in L^{\infty}(\Omega)$ satisfy the following condition

$$
\begin{equation*}
0<c_{0} \leq \rho(x) \leq C_{0}<+\infty \quad \text { in } \Omega \tag{1.1}
\end{equation*}
$$

with $c_{0}, C_{0}$ being two positive constants. Also fix $g \in W^{1,1}(0, T)$, satisfying $g(0)=0$ and $\alpha \in(0,1)$. Now consider the weak solution $u$ of the following initial boundary value problem (IBVP):

$$
\begin{cases}\rho(x) \partial_{t}^{\alpha} u-\partial_{x}^{2} u+q(x) u=0, & \text { in }(0, \ell) \times(0, T),  \tag{1.2}\\ u(0, t)=g(t), u(\ell, t)=0, & \text { on }(0, T), \\ u=0, & \text { in }(0, \ell) \times\{0\} .\end{cases}
$$

In the model, the notation $\partial_{t}^{\alpha} u$ denotes the Caputo fractional derivative in time of order $\alpha \in(0,1)$, defined by (see, e.g., [18, p. 92] or [8, p. 41])

$$
\begin{equation*}
\partial_{t}^{\alpha} u(t)=\frac{1}{\Gamma(1-\alpha)} \int_{0}^{t}(t-s)^{-\alpha} u^{\prime}(s) \mathrm{d} s, \tag{1.3}
\end{equation*}
$$

[^0]where $\Gamma(z)=\int_{0}^{\infty} s^{z-1} e^{-s} \mathrm{~d} z$ for $\Re(z)>0$ denotes Euler's Gamma function. The model (1.2) arises in the mathematical modeling of subdiffusion processes, in which the mean squared particle displacement grows sublinearly with the time, as opposed to linear growth in normal diffusion. Microscopically, such transport processes can be described by continuous time random walk in which the waiting time between two consecutive jumps follow a heavy-tailed distribution (see, e.g., [26] and [8, Chapter 1]), and the probability density function of the particle appearing at location $x$ and time $t$ satisfies the model (1.2). Subdiffusion has been observed in diverse applications, e.g., thermal diffusion in medium with fractal geometry [29], protein transport within membranes [20], ion dispersion in column experiments [5] and dispersion in heterogeneous aquifer [1]. See the surveys [27, 28] for long lists of applications in physics and biology.

In Proposition 3.4, we prove that problem (1.2) admits a unique weak solution $u \in L^{1}\left(0, T ; H^{2}(0, \ell)\right)$. Moreover, under suitable assumptions on the Dirichlet data $g$, we prove that there exists $\delta \in(0, T)$ such that the map $t \mapsto \partial_{x} u(0, t)$ belongs to $C((T-\delta, T))$. By fixing $\left(t_{n}\right)_{n \in \mathbb{N}}$ an arbitrary increasing sequence of $(T-\delta, T)$ that converges to $T$, we consider the following inverse coefficient problem: Determine simultaneously the coefficients $\rho$ and $q$ and the parameters $\alpha$ and $\ell$ from the knowledge of pointwise flux measurement $\partial_{x} u\left(0, t_{n}\right)$ for $n \in \mathbb{N}$. In addition, we also consider a variant of the inverse problem with the Neumann data at $x=\ell$.

Several variants of the inverse coefficient problem have been investigated [12, 14, 32, 33]. The unique recovery of the potential $q$ alone from the lateral flux measurement was studied by Rundell and Yamamoto [32, 33]. Later Jing and Yamamoto [14] extended the results to simultaneously recover the potential $q$, the order $\alpha$, the constants in the Robin boundary condition, and the initial value from the lateral Cauchy data at $x=0, \ell$, when the initial value satisfies a suitable nonvanishing condition. When the initial condition and (time-independent) source are unknown, Jin and Zhou [12] showed the unique recovery of the potential $q$ and the order $\alpha$ when the boundary excitation $g$ is judiciously chosen. All these works [12, 14, 32, 33] are concerned with the 1D model, and the key tool in the analysis is Gel'fand-Levitan theory for the inverse Sturm-Liouville problem [31]. The unique determination of several coefficients was addressed in [15, 16] for multi-dimensional problems from suitable choice of the excitation based on the works [2, 4] (see also the work [6] for a similar approach with internal measurement). Very recently, Cen et al [3] developed a multidimensional extension of the results in [12] for piecewise constant diffusion coefficient with one polygonal / circular inclusion, and employed the level set method to recover the inclusion shape. More broadly, the present work lies in inverse coefficient problems for subdiffusion, which have been extensively studied; See the reviews [11, 23] for further results on unique recovery of coefficients from over-posed data.

Most of the above mentioned results have treated inverse coefficient problems with an overlap between excitation and measurements. In contrast, we investigate the inverse problem with data on disjoint sets in time with excitation and measurement located on different sets in time. Namely, the excitation $g$ will be applied along the time interval $(0, T-\delta)$ while the measurement will be made on a sequence of time lying in $(T-\delta, T)$. This setting is not only useful for applications but also very challenging, and so far only few mathematical results in that direction are available. We refer to Section 2 for the precise statements of the main results, and further discussions on relevant results. Moreover, we present numerical results to show the feasibility of the reconstruction using the Levenberg-Marquardt method [22, 25].

The rest of the paper is organized as follows. In Section 2 we describe the main theoretical results and discuss them in connection with existing results. In Section 3 we give preliminary results on the model (1.2), e.g., the solution representation and analyticity of the data. In Section 4 we present the proofs of the main results. Finally in Section 5, we provide numerical results to complement the theoretical analysis.

## 2 Main results and discussions

In this section we present the main theoretical results of the work. The first result gives the unique recovery of two coefficients and two parameters for problem (1.2). The proof of the theorem is given in Section 4.

Theorem 2.1. For $j=1,2$, let $\alpha_{j} \in(0,1)$, $\ell_{j} \in(0, \infty), q_{j} \in L^{\infty}\left(0, \ell_{j}\right)$ be non-negative, and $\rho_{j} \in L^{\infty}\left(0, \ell_{j}\right)$ be piecewise constant and fulfill condition (1.1) with $\rho=\rho_{j}$. Let $g \in W^{1,1}(0, T)$ be not everywhere zero and satisfy $g(0)=0$ and

$$
\begin{equation*}
\exists \delta \in(0, T), t \in(T-\delta, T) \quad \Longrightarrow \quad g(t)=0 \tag{2.1}
\end{equation*}
$$

Denote by $u_{j}, j=1,2$, the solution to (1.2) with $(\alpha, \ell, q, \rho)=\left(\alpha_{j}, \ell_{j}, q_{j}, \rho_{j}\right)$. Then the map $t \mapsto \partial_{x} u_{j}(0, t) \in$
$C((T-\delta, T))$ and, for any increasing sequence $\left(t_{n}\right)_{n} \in(T-\delta, T)^{\mathbb{N}}$ converging to $T$, we have

$$
\begin{equation*}
\partial_{x} u_{1}\left(0, t_{n}\right)=\partial_{x} u_{2}\left(0, t_{n}\right), n \in \mathbb{N} \quad \Longrightarrow \quad\left(\alpha_{1}, \ell_{1}, \rho_{1}, q_{1}\right)=\left(\alpha_{2}, \ell_{2}, \rho_{2}, q_{2}\right) \tag{2.2}
\end{equation*}
$$

Next we study a variant of the concerned inverse problem. We pick $\alpha \in(0,1)$ and $h \in W^{1,1}(0, T)$, satisfying $h(0)=0$, and we consider the following IBVP:

$$
\begin{cases}\rho(x) \partial_{t}^{\alpha} w-\partial_{x}^{2} w+q(x) w=0, & \text { in }(0, \ell) \times(0, T)  \tag{2.3}\\ w(0, t)=h(t), \partial_{x} w(\ell, t)=0, & \text { on }(0, T) \\ w=0, & \text { in }(0, \ell) \times\{0\}\end{cases}
$$

We assume that there exists an open not-empty subset $\omega \subset(0, \ell)$ and a constant $c>0$ such that

$$
\begin{equation*}
q(x) \geq c, \quad x \in \omega \tag{2.4}
\end{equation*}
$$

Then we can prove the following unique recovery result.
Theorem 2.2. Let the condition of Theorem 2.1 be fulfilled with $\rho_{j} \in C^{1}([0,1])$ and $q_{j}$ satisfying condition (2.4) with $q=q_{j}, j=1,2$. Let also one of the following conditions: (i) $\rho_{1}=\rho_{2} \equiv 1$, and (ii) $q_{1}=q_{2}$ and $\rho_{1}(0)=\rho_{2}(0)$, be fulfilled. Let $h \in W^{1,1}(0, T)$ be not everywhere zero and satisfy $h(0)=0$ and

$$
\begin{equation*}
\exists \delta \in(0, T), t \in(T-\delta, T) \quad \Longrightarrow \quad h(t)=0 \tag{2.5}
\end{equation*}
$$

Denote by $w_{j}, j=1,2$, the solution to (2.3), with $(\alpha, \ell, q, \rho)=\left(\alpha_{j}, \ell_{j}, q_{j}, \rho_{j}\right)$. Then the map $t \mapsto \partial_{x} w_{j}(0, t) \in$ $C((T-\delta, T))$ and, for any increasing sequence $\left(t_{n}\right)_{n} \in(T-\delta, T)^{\mathbb{N}}$ converging to $T$, we have

$$
\begin{equation*}
\partial_{x} w_{1}\left(0, t_{n}\right)=\partial_{x} w_{2}\left(0, t_{n}\right), n \in \mathbb{N} \quad \Longrightarrow \quad\left(\alpha_{1}, \ell_{1}, \rho_{1}, q_{1}\right)=\left(\alpha_{2}, \ell_{2}, \rho_{2}, q_{2}\right) \tag{2.6}
\end{equation*}
$$

One distinct feature of Theorems 2.1 and 2.2 lies in the fact that we have established the simultaneous determination of coefficients and other parameters from the observational data on disjoint subsets of the time interval $(0, T)$. Indeed, while the excitation $g$ (respectively $h$ ) is supported in $(0, T-\delta)$, the measurements are made at the sequence in time $\left(t_{n}\right)_{n} \in(T-\delta, T)^{\mathbb{N}}$ and there is no overlap between the excitation and the measurement. Such results are not only significant in terms of practical applications, since in many situations, it is often impossible to simultaneously apply excitation and make the measurement, but also in terms of mathematical contribution since only few results of determination of coefficients from data on disjoint sets are available. To the best of our knowledge, the only other result proving determination of coefficients from single measurement and data on disjoint set in time is given in [15] where the author combined the approach of [16] for coefficients determination and the memory effect for subdiffusion [19]. However, the result of [15] requires not only the specific class of excitation (which is not easy to realize numerically), inspired by the prior works [2, 4], but also extra boundary measurements (when compared with the work [16]). In this work, we show for the first time that the memory effect of subdiffusion can be applied to single boundary measurements associated with a very general class of excitation and less measurements than [12] for the determination of coefficients in 1D subdiffusion. This confirms the observation for inverse source problems $[7,36]$ where the source term was recovered from a posteriori boundary measurement. In addition, we require the measurements only be a discrete sequence in time $\left(t_{n}\right)_{n} \in(T-\delta, T)^{\mathbb{N}}$, while all other similar results consider measurement on an interval in time.

Also Theorems 2.1 and 2.2 substantially improve the existing result [12] for the 1 D problem by reducing the amount of required observational data and yet recovering more unknown coefficient / parameters, including the density $\rho$ and the length $\ell$ of the interval. This kind of simultaneous determination of different parameters can be compared with $[15,16]$ where similar results can be found for the multi-dimensional problems. However, in contrast to [15, 16], Theorems 2.1 and 2.2 are stated with a general class of excitations only subjected to the conditions (2.1) and (2.6), whereas the excitations in $[15,16]$ are far more specialized. Thus, our results are much more suitable than those of $[15,16]$ for numerical computation and practical applications. Actually, in contrast to [15, 16], we present in Section 5 a numerical reconstruction method along with different examples based on the results of Theorems 2.1 and 2.2.

## 3 Analysis of the direct problem

In this section we establish that each of the IBVPs (1.2) and (2.3) admits a unique weak solution enjoying time-analytic regularity. Since both problems can be studied in a similar fashion, we shall solely focus on the IBVP (1.2) and only state the corresponding result for problem (2.3) briefly.

### 3.1 Preliminaries

First we recall the definition of weak solutions of problems (1.2) and (2.3), following [17]; see also [8, Chapter 6], [21] and [34] for related discussions. The notation $\langle\cdot, \cdot\rangle_{H^{-1}(0, \ell), H_{0}^{1}(0, \ell)}$ denotes duality pairing between the spaces $H^{-1}(0, \ell)$ and $H_{0}^{1}(0, \ell)$.
Definition 3.1. A function $u \in W^{1,1}\left(0, T ; H^{-1}(0, \ell)\right) \cap L^{1}\left(0, T ; H^{2}(0, \ell)\right)$ is said to be a weak solution of problem (1.2) if the following conditions are fulfilled: (a) for all $\psi \in H_{0}^{1}(0, \ell)$ and a.e. $t \in(0, T)$ we have

$$
\begin{equation*}
\left\langle\partial_{t}^{\alpha} u(\cdot, t), \psi\right\rangle_{H^{-1}(0, \ell), H_{0}^{1}(0, \ell)}+\int_{0}^{\ell} \rho^{-1}(x)\left(-\partial_{x}^{2} u(x, t)+q(x) u(x, t)\right) \psi(x) \mathrm{d} x=0 \tag{3.1}
\end{equation*}
$$

(b) for a.e. $t \in(0, T), u(\ell, t)=0, u(0, t)=g(t)$; and (c) for all $\psi \in H_{0}^{1}(0, \ell),\langle u(\cdot, 0), \psi\rangle_{H^{-1}(0, \ell), H_{0}^{1}(0, \ell)}=0$.

Definition 3.2. A function $w \in W^{1,1}\left(0, T ; H^{-1}(0, \ell)\right) \cap L^{1}\left(0, T ; H^{2}(0, \ell)\right)$ is said to be a weak solution of problem (2.3) if the conditions (a) and (c) of Definition 3.1 are fulfilled with $u=w$, and for a.e. $t \in(0, T)$, $\partial_{x} w(\ell, t)=0, w(0, t)=h(t)$.

Now we recall useful notations. $L^{2}(0, \ell ; \rho \mathrm{d} x)$ denotes the set of measurable real valued functions $f$ such that $\int_{0}^{\ell}|f(x)|^{2} \rho(x) \mathrm{d} x<\infty$. Endowed with the scalar product $\langle f, g\rangle=\int_{0}^{\ell} f(x) g(x) \rho(x) \mathrm{d} x, L^{2}(0, \ell ; \rho \mathrm{d} x)$ is a Hilbert space. Moreover, condition (1.1) ensures that $L^{2}(0, \ell ; \rho \mathrm{d} x)=L^{2}(0, \ell)$. In the sequel, we write $\|f\|$ for $\langle f, f\rangle^{1 / 2}$ for all $f \in L^{2}(0, \ell ; \rho \mathrm{d} x)$. Consider the unbounded linear operator in $L^{2}(0, \ell ; \rho \mathrm{d} x)$ acting on its domain $D(A)=H_{0}^{1}(0, \ell) \cap H^{2}(0, \ell)$ defined as

$$
A f=-\rho^{-1}\left(f^{\prime \prime}+q f\right), \quad f \in D(A)
$$

Then $A$ is selfadjoint in $L^{2}(0, \ell ; \rho \mathrm{d} x)$ and its spectrum consists of an increasing sequence of simple positive eigenvalues $\left(\lambda_{n}\right)_{n}$, see, e.g., [31, Chap. 2, Theorem 2]. We pick an orthonormal basis $\left\{\varphi_{k}: k \in \mathbb{N}\right\}$ in $L^{2}(0, \ell ; \rho \mathrm{d} x)$ of real-valued eigenfunctions of $A$, such that

$$
A \varphi_{k}=\lambda_{k} \varphi_{k}, \quad k \in \mathbb{N}
$$

Evidently, $\varphi_{k}^{\prime}(0) \neq 0, k \in \mathbb{N}$, since, otherwise, $\varphi_{k}$ would be zero everywhere [31, Chap. 1, Corollary 1] which contradicts the fact that it is normalized. Next, we consider the unique $H^{2}(0, \ell)$-solution $v$ of the problem

$$
\left\{\begin{array}{l}
-v^{\prime \prime}(x)+q(x) v(x)=0, \quad x \in(0, \ell)  \tag{3.2}\\
v(\ell)=0, v(0)=1
\end{array}\right.
$$

We have the following technical result.
Lemma 3.3. Let $v$ be the unique $H^{2}(0, \ell)$-solution to (3.2). Then we have

$$
\left\langle v, \varphi_{k}\right\rangle=-\frac{\varphi_{k}^{\prime}(0)}{\lambda_{k}}, \quad k \in \mathbb{N}, \quad \text { and } \quad \sum_{k=1}^{\infty} \frac{\left(\varphi_{k}^{\prime}(0)\right)^{2}}{\lambda_{k}^{2}}<\infty
$$

Proof. Multiplying by $\varphi_{k}$ on both sides of the first equation in (3.2) and then integrating over $(0, \ell)$, gives

$$
-\int_{0}^{\ell} v^{\prime \prime}(x) \varphi_{k}(x) \mathrm{d} x+\int_{0}^{\ell} q(x) v(x) \varphi_{k}(x) \mathrm{d} x=0
$$

Now, by integrating by parts in the first integral and using the identity $-\varphi_{k}^{\prime \prime}+q \varphi_{k}=\rho \lambda_{k} \varphi_{k}$ in $L^{2}(0, \ell)$, we get the desired identity. Finally, the estimate follows readily from this and the Bessel-Parseval theorem.

### 3.2 Well-posedness

We shall prove with the aid of Lemma 3.3 that the problem (1.2) is well-posed, that is to say that it possesses a unique weak solution in the sense of Definition 3.1. We will use frequently the two-parameter Mittag-Leffler function $E_{\alpha, \beta},(\alpha, \beta) \in \mathbb{R}^{2}$ (see e.g. [8, Section 3.1] or [30, Eq. (1.56)]), defined by

$$
E_{\alpha, \beta}(z)=\sum_{n=0}^{\infty} \frac{z^{n}}{\Gamma(n \alpha+\beta)}, \quad z \in \mathbb{C}
$$

The first main result of this section is as follows.
Proposition 3.4. Let $g \in W^{1,1}(0, T)$ satisfy $g(0)=0, q \in L^{\infty}(0, \ell)$ be non-negative, and let $\rho \in L^{\infty}(0, \ell)$ fulfill condition (1.1). Then, there exists a unique weak solution $u$ to problem (1.2) in the sense of Definition 3.1, which is expressed by

$$
\begin{equation*}
u(x, t)=-\sum_{k=1}^{\infty} \varphi_{k}^{\prime}(0) \varphi_{k}(x)\left(\int_{0}^{t}(t-s)^{\alpha-1} E_{\alpha, \alpha}\left(-\lambda_{k}(t-s)^{\alpha}\right) g(s) \mathrm{d} s\right), \quad x \in(0, \ell), t \in(0, T) \tag{3.3}
\end{equation*}
$$

Moreover, for a.e. $t \in(0, T)$ we have

$$
\begin{equation*}
\partial_{x} u(0, t)=v^{\prime}(0) g(t)+\sum_{k=1}^{\infty} \frac{\left(\varphi_{k}^{\prime}(0)\right)^{2}}{\lambda_{k}}\left(\int_{0}^{t} E_{\alpha, 1}\left(-\lambda_{k}(t-s)^{\alpha}\right) g^{\prime}(s) \mathrm{d} s\right) \tag{3.4}
\end{equation*}
$$

where $v$ solves problem (3.2) and the sequence on the right hand side converges in $L^{1}(0, T)$.
Proof. Repeating the argument of [17, Theorem 2.5.] yields that the map $u$ given by (3.3) is the unique weak solution of (1.2) in the sense of Definition 3.1. ${ }^{1}$ Thus, we only need to show that the representation (3.4) holds. Integrating by parts in (3.3) and applying [34, Lemma 3.2] and Lemma 3.3 lead to

$$
\begin{align*}
u(\cdot, t) & =-\sum_{k=1}^{\infty} \frac{\varphi_{k}^{\prime}(0)}{\lambda_{k}} g(t) \varphi_{k}+\sum_{k=1}^{\infty} \frac{\varphi_{j, k}^{\prime}(0)}{\lambda_{k}}\left(\int_{0}^{t} E_{\alpha, 1}\left(-\lambda_{k}(t-s)^{\alpha}\right) g^{\prime}(s) \mathrm{d} s\right) \varphi_{k} \\
& =g(t) v+\sum_{k=1}^{\infty} \frac{\varphi_{j, k}^{\prime}(0)}{\lambda_{k}}\left(\int_{0}^{t} E_{\alpha, 1}\left(-\lambda_{k}(t-s)^{\alpha}\right) g^{\prime}(s) \mathrm{d} s\right) \varphi_{k}, \quad t \in(0, T) \tag{3.5}
\end{align*}
$$

As we have $v \in H^{2}(0, \ell)$, it suffices to show that the above series lies in $L^{1}\left(0, T ; H^{2}(0, \ell)\right)$. Since the embedding $D(A) \hookrightarrow H^{2}(0, \ell)$ is continuous, $L^{1}(0, T ; D(A))$ is continuously embedded into $L^{1}\left(0, T ; H^{2}(0, \ell)\right)$. Therefore it is enough to prove that the sequence of general term

$$
f_{N}(x, t)=\sum_{k=1}^{N} \frac{\varphi_{j, k}^{\prime}(0)}{\lambda_{k}}\left(\int_{0}^{t} E_{\alpha, 1}\left(-\lambda_{k}(t-s)^{\alpha}\right) g^{\prime}(s) \mathrm{d} s\right) \varphi_{k}, \quad x \in(0, \ell), t \in(0, T), N \in \mathbb{N}
$$

converges in $L^{1}(0, T ; D(A))$. Moreover, since $L^{1}(0, T ; D(A))$ is a Banach space, we can proceed by showing that $\left(f_{N}\right)$ is a Cauchy sequence in $L^{1}(0, T ; D(A))$. Indeed, for any $M, N \in \mathbb{N}$ with $M<N$, we have

$$
\begin{equation*}
\left\|f_{N}-f_{M}\right\|_{D(A)} \leq \int_{0}^{t}\left\|\sum_{k=M+1}^{N} \frac{\varphi_{j, k}^{\prime}(0)}{\lambda_{k}} E_{\alpha, 1}\left(-\lambda_{k}(t-s)^{\alpha}\right) \varphi_{k}\right\|_{D(A)}\left|g^{\prime}(s)\right| \mathrm{d} s, \quad t \in(0, T) \tag{3.6}
\end{equation*}
$$

Further, since for any $\lambda>0$ and $t>0$,

$$
\begin{equation*}
\left|E_{\alpha, 1}\left(-\lambda t^{\alpha}\right)\right| \leq C \lambda^{-1} t^{-\alpha} \tag{3.7}
\end{equation*}
$$

[^1]for some constant $C$ independent of $\lambda$ and $t[8$, Theorem 3.6], we have
\[

$$
\begin{aligned}
\left\|\sum_{k=M+1}^{N} \frac{\varphi_{k}^{\prime}(0)}{\lambda_{k}} E_{\alpha, 1}\left(-\lambda_{k}(t-s)^{\alpha}\right) \varphi_{k}\right\|_{D(A)} & =\left(\sum_{k=M+1}^{N}\left|\varphi_{k}^{\prime}(0)\right|^{2} E_{\alpha, 1}\left(-\lambda_{k}(t-s)^{\alpha}\right)^{2}\right)^{\frac{1}{2}} \\
& \leq C\left(\sum_{k=M+1}^{N} \frac{\left|\varphi_{k}^{\prime}(0)\right|^{2}}{\lambda_{k}^{2}}\right)^{\frac{1}{2}}(t-s)^{-\alpha}
\end{aligned}
$$
\]

This, (3.6) and Young's convolution inequality (which can be applied here since $\alpha \in(0,1)$ ) lead to

$$
\begin{aligned}
\left\|f_{N}-f_{M}\right\|_{L^{1}(0, T ; D(A))} & \leq C\left(\sum_{k=M+1}^{N} \frac{\left|\varphi_{k}^{\prime}(0)\right|^{2}}{\lambda_{k}^{2}}\right)^{\frac{1}{2}}\left\|\int_{0}^{t}(t-s)^{-\alpha}\left|g^{\prime}(s)\right| \mathrm{d} s\right\|_{L^{1}(0, T)} \\
& \leq C\left(\sum_{k=M+1}^{N} \frac{\left|\varphi_{k}^{\prime}(0)\right|^{2}}{\lambda_{k}^{2}}\right)^{\frac{1}{2}}\left(\int_{0}^{T} t^{-\alpha} \mathrm{d} t\right)\left\|g^{\prime}\right\|_{L^{1}(0, T)}
\end{aligned}
$$

In view of Lemma 3.3, this entails

$$
\lim _{M, N \rightarrow+\infty}\left\|f_{N}-f_{M}\right\|_{L^{1}(0, T ; D(A))}=0
$$

which proves that $\left(f_{N}\right)$ converges in $L^{1}(0, T ; D(A))$ and hence $u \in L^{1}\left(0, T ; H^{2}(0, \ell)\right)$. Moreover, since $\left(f_{N}\right)$ is convergent in $L^{1}\left(0, T ; H^{2}(0, \ell)\right)$ and since $H^{2}(0, \ell)$ is continuously embedded into $C^{1}([0, \ell])$, by Sobolev embedding theorem, the series on the right hand side of $(3.5)$ converges in $L^{1}\left(0, T ; C^{1}([0, \ell])\right)$. Therefore, for a.e. $t \in(0, T)$, we have

$$
\begin{aligned}
& \left.\partial_{x}\left(\sum_{k=1}^{\infty} \frac{\varphi_{k}^{\prime}(0)}{\lambda_{k}}\left(\int_{0}^{t} E_{\alpha, 1}\left(-\lambda_{k}(t-s)^{\alpha}\right) g^{\prime}(s) \mathrm{d} s\right) \varphi_{k}(x)\right)\right|_{x=0} \\
= & \sum_{k=1}^{\infty} \frac{\left(\varphi_{k}^{\prime}(0)\right)^{2}}{\lambda_{k}}\left(\int_{0}^{t} E_{\alpha, 1}\left(-\lambda_{k}(t-s)^{\alpha}\right) g^{\prime}(s) \mathrm{d} s\right)
\end{aligned}
$$

and this last sequence converges in $L^{1}(0, T)$. This proves that (3.4) holds true for a.e. $t \in(0, T)$.
By Proposition 3.4, the Neumann trace $\partial_{x} u(0, t)$ at $x=0$ of the solution $u$ to (1.2) is well-defined for a.e. $t \in(0, T)$, and expressed by (3.4). Still, this is not enough to rigorously define the data $\left(\partial_{x} u\left(0, t_{n}\right)\right)_{n \in \mathbb{N}}$, where $\left(t_{n}\right)$ is an arbitrary sequence in $(0, T)$ converging to $T$, used in Theorem 2.1. Nonetheless, this can be remedied by assuming that the Dirichlet data $g$ at $x=0$ in (1.2) vanishes in the vicinity of $T$.

### 3.3 Time-analyticity

In this part we build a time-analytic extension of the solution $u$ to (1.2) under condition (2.1).
Proposition 3.5. Let $q$ and $\rho$ be the same as in Proposition 3.4. Let $g \in W^{1,1}(0, T)$ satisfy $g(0)=0$ and the condition (2.1). Then the mapping $(T-\delta, T) \ni t \mapsto \partial_{x} u(0, t)$, where $\delta \in(0, T)$ is defined by (2.1), extends to an analytic function

$$
\begin{equation*}
t \mapsto \sum_{k=1}^{\infty} \frac{\left(\varphi_{k}^{\prime}(0)\right)^{2}}{\lambda_{k}}\left(\int_{0}^{T-\delta} E_{\alpha, 1}\left(-\lambda_{k}(t-s)^{\alpha}\right) g^{\prime}(s) \mathrm{d} s\right) \quad \text { in }(T-\delta, \infty) \tag{3.8}
\end{equation*}
$$

Proof. From (2.1) and (3.4), we have for a.e. $t \in(T-\delta, T)$,

$$
\begin{equation*}
\partial_{x} u(0, t)=\sum_{k=1}^{\infty} \frac{\left(\varphi_{k}^{\prime}(0)\right)^{2}}{\lambda_{k}}\left(\int_{0}^{T-\delta} E_{\alpha, 1}\left(-\lambda_{k}(t-s)^{\alpha}\right) g^{\prime}(s) \mathrm{d} s\right) \tag{3.9}
\end{equation*}
$$

Hence, it suffices to show that the series on the right-hand side of (3.9) depends analytically on $t$ in $(T-\delta, \infty)$. We proceed by extending the function defined by (3.8) to a suitable cone of the complex plane $\mathbb{C}$. By [8, Theorem 3.2] or [30, Theorem 1.6], for all $\mu \in\left(\frac{\pi \alpha}{2}, \pi \alpha\right)$, there exists $C>0$ such that

$$
\begin{equation*}
\forall z \in \mathbb{C}, \mu \leq|\arg z| \leq \pi \Longrightarrow\left|E_{\alpha, 1}(z)\right| \leq C(1+|z|)^{-1} \tag{3.10}
\end{equation*}
$$

Next, we pick $\beta_{0} \in\left(0, \min \left(\frac{\pi}{2}, \frac{\pi}{\alpha}-\frac{\pi}{2}\right)\right)$ and then choose $\beta \in(0, \pi)$ so small that $|\arg (z-s)| \leq \beta_{0}, z \in$ $C_{T-\delta, \beta}=\left\{T-\delta+r e^{i \theta}: r \in(0, \infty), \theta \in(-\beta, \beta)\right\}, s \in(0, T-\delta)$. Evidently, for all $z \in C_{T-\delta, \beta}$, all $s \in(0, T-\delta)$, and all $k \in \mathbb{N}$, we have $\left|\arg \left(-\lambda_{k}(z-s)^{\alpha}\right)\right| \geq \pi-\alpha \beta_{0}>\frac{\pi \alpha}{2}$. So we get

$$
\begin{equation*}
\left|E_{\alpha, 1}\left(-\lambda_{k}(z-s)^{\alpha}\right)\right| \leq C \lambda_{k}^{-1}|z-T+\delta|^{-\alpha} \tag{3.11}
\end{equation*}
$$

upon applying (3.10) with $\mu=\pi-\alpha \beta_{0}$. Consequently,

$$
F(z)=\sum_{k=1}^{\infty} \frac{\left(\varphi_{k}^{\prime}(0)\right)^{2}}{\lambda_{k}}\left(\int_{0}^{T-\delta} E_{\alpha, 1}\left(-\lambda_{k}(z-s)^{\alpha}\right) g^{\prime}(s) \mathrm{d} s\right)
$$

is well-defined for all $z \in \mathcal{C}_{T-\delta, \beta}$, by Lemma 3.3. Moreover, according to (3.9), we have

$$
\begin{equation*}
\partial_{x} u(0, t)=F(t), \quad t \in(T-\delta, T) \tag{3.12}
\end{equation*}
$$

It suffices to show that $F$ is holomorphic in $C_{T-\delta, \beta}$. By the holomorphicity of $E_{\alpha, 1}(z)$ in $\mathbb{C}$, the map $z \mapsto \int_{0}^{T-\delta} E_{\alpha, 1}\left(-\lambda_{k}(z-s)^{\alpha}\right) g^{\prime}(s) \mathrm{d} s, k \in \mathbb{N}$, is holomorphic in $\mathcal{C}_{T-\delta, \beta_{\star}}$. Therefore, for any compact subset $K$ of $\mathcal{C}_{T-\delta, \beta}$, it is enough to show that the sequence of functions

$$
\begin{equation*}
F_{N}(z)=\sum_{k=1}^{N} \frac{\left(\varphi_{k}^{\prime}(0)\right)^{2}}{\lambda_{k}}\left(\int_{0}^{T-\delta} E_{\alpha, 1}\left(-\lambda_{k}(z-s)^{\alpha}\right) g^{\prime}(s) \mathrm{d} s\right), \quad N \in \mathbb{N} \tag{3.13}
\end{equation*}
$$

converges uniformly in $K$. Indeed, by (3.11), we get for all $z \in K$ and all $M, N \in \mathbb{N}$ with $M<N$, that

$$
\begin{align*}
\left|F_{N}(z)-F_{M}(z)\right| & \leq \sum_{k=M+1}^{N} \frac{\left(\varphi_{k}^{\prime}(0)\right)^{2}}{\lambda_{k}}\left(\int_{0}^{T-\delta}\left|E_{\alpha, 1}\left(-\lambda_{k}(z-s)^{\alpha}\right)\right|\left|g^{\prime}(s)\right| \mathrm{d} s\right) \\
& \leq C\left(\sum_{k=M+1}^{N} \frac{\left(\varphi_{k}^{\prime}(0)\right)^{2}}{\lambda_{k}^{2}}\right)\left\|g^{\prime}\right\|_{L^{1}(0, T-\delta)}\left(\sup _{z \in K}|z-T-\delta|^{-\alpha}\right) \tag{3.14}
\end{align*}
$$

Note that we have $\sup _{z \in K}|z-T-\delta|^{-\alpha}<\infty$ because $K$ is a compact subset of $\mathcal{C}_{T-\delta, \beta}$. Thus, we deduce from (3.14) and Lemma 3.3 that $\lim _{M, N \rightarrow+\infty} \sup _{z \in K}\left|F_{N}(z)-F_{M}(z)\right|=0$, showing that $\left(F_{N}\right)$ is a uniformly Cauchy sequence in $K$. Therefore, it converges uniformly in $K$ to $F$, which is holomorphic in $K$. Since $K$ is arbitrary in $\mathcal{C}_{T-\delta, \beta}, F$ is holomorphic in $\mathcal{C}_{T-\delta, \beta}$, and the desired assertion follows readily from this, (3.12) and the inclusion $(T-\delta, \infty) \subset \mathcal{C}_{T-\delta, \beta}$.

By repeating the above argumentation we can show a similar result for the solution $v$ of problem (2.3).
Proposition 3.6. Let the condition of Proposition 3.4 and (2.4) be fulfilled. Then problem (2.3) admits a unique weak solution $w \in L^{1}\left(0, T ; H^{2}(0, \ell)\right)$. Moreover, assuming that $(2.6)$ is fulfilled, the restriction of the map $t \mapsto \partial_{x} w(0, t)$ to $(T-\delta, T)$ admits an analytic extension to $(T-\delta,+\infty)$.

## 4 Proof of Theorems 2.1 and 2.2

Now we present the detailed proofs of Theorems 2.1 and 2.2. The key tools in the analysis include solution representation and analyticity in Section 3, Laplace transform and an improved version of Gel'fand-Levitan theory for the inverse Sturm-Liouville problem due to Sini [35].

### 4.1 Proof of Theorem 2.1

We divide the lengthy proof of the theorem into four steps.
Step 1: Analytic extension. For $j=1,2$, we denote by $A_{j}$ the operator $A$ defined in Section 3.1 with $(\ell, \rho, q)=\left(\ell_{j}, \rho_{j}, q_{j}\right)$. That is, $A_{j}$ is the linear operator in $L^{2}\left(0, \ell_{j} ; \rho_{j} \mathrm{~d} x\right)$ acting as $\rho_{j}^{-1}\left(-\partial_{x}^{2} u+q_{j}\right)$ on its domain $D\left(A_{j}\right)=H_{0}^{1}\left(0, \ell_{j}\right) \cap H^{2}\left(0, \ell_{j}\right)$. We denote by $\left(\lambda_{j, k}\right)_{k \in \mathbb{N}}$ the increasing sequence of simple eigenvalues of $A_{j}$, and pick an $L^{2}\left(0, \ell_{j} ; \rho_{j} \mathrm{~d} x\right)$-orthonormal basis $\left\{\varphi_{j, k} ; k \in \mathbb{N}\right\}$ of eigenfunctions of $A_{j}$ such that $A_{j} \varphi_{j, k}=$ $\lambda_{j, k} \varphi_{j, k}, k \in \mathbb{N}$. Then by Proposition 3.4, we have

$$
\begin{equation*}
\partial_{x} u_{j}(0, t)=v_{j}^{\prime}(0) g(t)+\sum_{k=1}^{\infty} \frac{\left(\varphi_{j, k}^{\prime}(0)\right)^{2}}{\lambda_{j, k}}\left(\int_{0}^{t} E_{\alpha_{j}, 1}\left(-\lambda_{j, k}(t-s)^{\alpha_{j}}\right) g^{\prime}(s) \mathrm{d} s\right), \quad t \in(0, T), \tag{4.1}
\end{equation*}
$$

where $v_{j}$ is the $H^{2}\left(0, \ell_{j}\right)$-solution to (3.2) with $(\ell, q)=\left(\ell_{j}, q_{j}\right)$. Further, since $g$ vanishes in $(T-\delta, T)$ according to (2.1), the above identity yields

$$
\begin{equation*}
\partial_{x} u_{j}(0, t)=\sum_{k=1}^{\infty} \frac{\left(\varphi_{j, k}^{\prime}(0)\right)^{2}}{\lambda_{j, k}}\left(\int_{0}^{T-\delta} E_{\alpha_{j}, 1}\left(-\lambda_{j, k}(t-s)^{\alpha_{j}}\right) g^{\prime}(s) \mathrm{d} s\right), \quad t \in(T-\delta, T) . \tag{4.2}
\end{equation*}
$$

Now, by Proposition 3.5, we can extend $t \mapsto \partial_{x} u_{j}(0, t)$ into an analytic function in $(T, \infty)$ and denote by $h_{j}$ the extension over $(0, \infty)$. In light of (4.2), we have

$$
\begin{equation*}
h_{j}(t)=\sum_{k=1}^{\infty} \frac{\left(\varphi_{j, k}^{\prime}(0)\right)^{2}}{\lambda_{j, k}}\left(\int_{0}^{T-\delta} E_{\alpha_{j}, 1}\left(-\lambda_{j, k}(t-s)^{\alpha_{j}}\right) g^{\prime}(s) \mathrm{d} s\right), \quad t \in(T-\delta, \infty) . \tag{4.3}
\end{equation*}
$$

Next, since $t_{n} \in(T-\delta, T)$ for all $n \in \mathbb{N}$, we deduce from (2.2) and (4.2)-(4.3) that $h_{1}\left(t_{n}\right)=h_{2}\left(t_{n}\right), n \in \mathbb{N}$. Since $\left(t_{n}\right)$ has an accumulation point at $T$ and $h=h_{2}-h_{1}$ is analytic in $(T-\delta, \infty)$, this entails $h(t)=0$ for $t \in(T-\delta,+\infty)$, by the isolated zeros principle. Therefore, $h$ is supported on $[0, T-\delta]$ and its Laplace transform $\hat{h}$ is an entire function in $\mathbb{C}$.
Step 2: Laplace transform. Since $g \in W^{1,1}(0, T)$ is supported in $[0, T-\delta]$ and satisfies $g(0)=0$, it is extendable to a $W^{1,1}(0, \infty)$ function, still denoted by $g$, upon setting $g(s)=0$ for all $s \in(T, \infty)$. Then, in light of (4.1) and (4.3), we find

$$
\begin{aligned}
h_{j}(t) & =v_{j}^{\prime}(0) g(t)+\sum_{k=1}^{\infty} \frac{\left(\varphi_{j, k}^{\prime}(0)\right)^{2}}{\lambda_{j, k}}\left(\int_{0}^{t} E_{\alpha_{j}, 1}\left(-\lambda_{j, k}(t-s)^{\alpha_{j}}\right) g^{\prime}(s) \mathrm{d} s\right) \\
& =v_{j}^{\prime}(0) g(t)+\sum_{k=1}^{\infty} \frac{\left(\varphi_{j, k}^{\prime}(0)\right)^{2}}{\lambda_{j, k}}\left(E_{\alpha_{j}, 1}\left(-\lambda_{j, k} s^{\alpha_{j}}\right) * g^{\prime}\right)(t), \quad t \in(0, \infty),
\end{aligned}
$$

where the symbol $*$ denotes the convolution operation on $[0,+\infty)$ between two functions. For all $k \in \mathbb{N}$, by setting $h_{j, k}(t)=\left(E_{\alpha_{j}, 1}\left(-\lambda_{j, k} s^{\alpha_{j}}\right) * g^{\prime}\right)(t)$, for $t \in(0, \infty)$ and applying [30, Eq. (1.80)], we have

$$
\hat{h}_{j, k}(p)=\frac{p^{\alpha_{j}-1} \widehat{g}^{\prime}(p)}{p^{\alpha_{j}}+\lambda_{j, k}}=\frac{p^{\alpha_{j}} \hat{g}(p)}{p^{\alpha_{j}}+\lambda_{j, k}}, \quad p \in \mathbb{C}, \mathfrak{R}(p)>\lambda_{j, k}^{\frac{1}{\alpha_{j}}},
$$

where $\mathfrak{R}(p)$ stands for the real part of $p$. Since the maps $p \mapsto \hat{h}_{j, k}(p)$ and $p \mapsto \frac{p^{\alpha_{j}} \hat{g}(p)}{p^{\alpha_{j}}+\lambda_{j, k}}$ are holomorphic in $p \in \mathbb{C}_{+}:=\{z \in \mathbb{C}: \Re(z)>0\}$, we have

$$
\begin{equation*}
\hat{h}_{j, k}(p)=\frac{p^{\alpha_{j}} \hat{g}(p)}{p^{\alpha_{j}}+\lambda_{j, k}}, \quad p \in \mathbb{C}_{+}, k \in \mathbb{N}, j=1,2 . \tag{4.4}
\end{equation*}
$$

In addition, from (3.7) we obtain that

$$
\left|\sum_{k=1}^{N} \frac{\left(\varphi_{j, k}^{\prime}(0)\right)^{2}}{\lambda_{j, k}} h_{j, k}(t)\right| \leq C \sum_{k=1}^{N} \frac{\left(\varphi_{j, k}^{\prime}(0)\right)^{2}}{\lambda_{j, k}^{2}} \int_{0}^{t}(t-s)^{-\alpha_{j}}\left|g^{\prime}(s)\right| \mathrm{d} s, \quad t \in \mathbb{R}_{+}, \quad N \in \mathbb{N}
$$

and, in view of Lemma 3.3 and (4.4), for all $p \in \mathbb{C}_{+}$, we find

$$
\begin{aligned}
& \left|e^{-p t} \sum_{k=1}^{N} \frac{\left(\varphi_{j, k}^{\prime}(0)\right)^{2}}{\lambda_{j, k}} h_{j, k}(t)\right| \\
\leq & C\left(\sum_{k=1}^{\infty} \frac{\left(\varphi_{j, k}^{\prime}(0)\right)^{2}}{\lambda_{j, k}^{2}}\right) \int_{0}^{t} e^{-\Re(p)(t-s)}(t-s)^{-\alpha_{j}} e^{-\Re \mathfrak{\Re}(p) s}\left|g^{\prime}(s)\right| \mathrm{d} s, t \in \mathbb{R}_{+}, \quad N \in \mathbb{N} .
\end{aligned}
$$

Since $g^{\prime} \in L^{1}\left(\mathbb{R}_{+}\right)$, by Young's inequality for convolution product and Lebesgue's dominated convergence theorem, we get

$$
\begin{equation*}
\hat{h}_{j}(p)=v_{j}^{\prime}(0) \hat{g}(p)+\sum_{k=1}^{\infty} \frac{\left(\varphi_{j, k}^{\prime}(0)\right)^{2}}{\lambda_{j, k}} \hat{h}_{j, k}(p)=v_{j}^{\prime}(0) \hat{g}(p)+\hat{g}(p) \sum_{k=1}^{\infty} \frac{\left(\varphi_{j, k}^{\prime}(0)\right)^{2} p^{\alpha_{j}}}{\lambda_{j, k}\left(p^{\alpha_{j}}+\lambda_{j, k}\right)}, \quad p \in \mathbb{C}_{+} . \tag{4.5}
\end{equation*}
$$

Put $\mu_{1}=\min \left(\left(\frac{\lambda_{1,1}}{2}\right)^{\frac{1}{\alpha_{1}}},\left(\frac{\lambda_{1,2}}{2}\right)^{\frac{1}{\alpha_{2}}}\right)>0$. Since $\left(\lambda_{j, k}\right)_{k \in \mathbb{N}}$ is an increasing sequence, for all $k \in \mathbb{N}$ and $j=1,2$, we have $\mu_{1}^{\alpha_{j}} \leq \frac{\lambda_{j, 1}}{2} \leq \frac{\lambda_{j, k}}{2}$. Next, setting $D_{\mu_{1}}:=\left\{z \in \mathbb{C}:|z|<\mu_{1}, z \notin(-\infty, 0]\right\}$, we get for all $k \in \mathbb{N}$ and for $j=1,2$,

$$
\left|\frac{\left(\varphi_{j, k}^{\prime}(0)\right)^{2}}{\lambda_{j, k}\left(p^{\alpha_{j}}+\lambda_{j, k}\right)}\right| \leq \frac{\left(\varphi_{j, k}^{\prime}(0)\right)^{2}}{\lambda_{j, k}\left(\lambda_{j, k}-\mu_{1}^{\alpha_{j}}\right)} \leq \frac{2\left(\varphi_{j, k}^{\prime}(0)\right)^{2}}{\lambda_{j, k}^{2}}, \quad p \in D_{\mu_{1}} .
$$

Thus, by Lemma 3.3, the sequence $\sum_{k=1}^{N} \frac{\left(\varphi_{j, k}^{\prime}(0)\right)^{2}}{\lambda_{j, k}\left(p^{\alpha_{j}}+\lambda_{j, k}\right)}, N \in \mathbb{N}$, converges uniformly with respect to $p \in D_{\mu_{1}}$. It follows from this, (4.5) and the holomorphicity of the Laplace transform $\hat{g}$ in $\mathbb{C}$ (since $g$ is a compactly supported function), that $\hat{h}_{j}(p)$ can be extended holomorphically to $D_{\mu_{1}}$, as

$$
\begin{equation*}
\hat{h}_{j}(p)=\hat{g}(p) v_{j}^{\prime}(0)+\hat{g}(p) \sum_{k=1}^{\infty} \frac{p^{\alpha_{j}}\left(\varphi_{j, k}^{\prime}(0)\right)^{2}}{\lambda_{j, k}\left(p^{\alpha_{j}}+\lambda_{j, k}\right)}, \quad p \in D_{\mu_{1}} . \tag{4.6}
\end{equation*}
$$

Further, by taking $p=R e^{ \pm i \theta}$ in (4.6), with fixed $R \in\left(0, \mu_{1}\right)$ and $\theta \in(0, \pi)$, and then sending $\theta$ to $\pi$, we get

$$
\begin{equation*}
\lim _{\theta \rightarrow \pi}\left(\hat{h}_{j}\left(R e^{i \theta}\right)-\hat{h}_{j}\left(R e^{-i \theta}\right)\right)=2 i \sin \left(\alpha_{j} \pi\right) R^{\alpha_{j}} \hat{g}(-R) \sum_{k=1}^{\infty} \frac{\left(\varphi_{j, k}^{\prime}(0)\right)^{2}}{R^{2 \alpha_{j}}+2 R^{\alpha_{j}} \cos \left(\alpha_{j} \pi\right) \lambda_{j, k}+\lambda_{j, k}^{2}} . \tag{4.7}
\end{equation*}
$$

Therefore, as $R \downarrow 0$, we have

$$
\begin{equation*}
\lim _{\theta \rightarrow \pi}\left(\hat{h}_{j}\left(R e^{i \theta}\right)-\hat{h}_{j}\left(R e^{-i \theta}\right)\right)=2 i \sin \left(\alpha_{j} \pi\right) R^{\alpha_{j}} \hat{g}(-R)\left(c_{j}-2 \cos \left(\alpha_{j} \pi\right) c_{j}^{\prime} R^{\alpha_{j}}+\mathcal{O}\left(R^{2 \alpha_{j}}\right)\right), \tag{4.8}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{j}=\sum_{k=1}^{\infty} \frac{\left(\varphi_{j, k}^{\prime}(0)\right)^{2}}{\lambda_{j, k}^{2}} \quad \text { and } \quad c_{j}^{\prime}=\sum_{k=1}^{\infty} \frac{\left(\varphi_{j, k}^{\prime}(0)\right)^{2}}{\lambda_{j, k}^{3}} . \tag{4.9}
\end{equation*}
$$

Note that we have $c_{j}^{\prime} \leq \frac{c_{j}}{\lambda_{j, 1}}$ and hence $c_{j}^{\prime}<\infty$, from Lemma 3.3.
Step 3: Identification of the fractional order. Since $h=h_{2}-h_{1}$, we deduce from Step 2 that

$$
\hat{h}(p)=\int_{0}^{+\infty} e^{-p t}\left(h_{2}(t)-h_{1}(t)\right) d t=\hat{h}_{2}(p)-\hat{h}_{1}(p), \quad p \in \mathbb{C}_{+},
$$

where the map $\hat{h}_{j}(p), j=1,2$, is given by (4.5). Combining this with (4.6) and using the holomorphicity of $\hat{h}$ in $\mathbb{C}$ implies that this identity still holds on $D_{\mu_{1}}$ and

$$
\hat{h}(p)=\hat{h}_{2}(p)-\hat{h}_{1}(p), \quad p \in D_{\mu_{1}},
$$

where the map $\hat{h}_{j}(p)$ for $j=1,2$ is given by (4.6). Moreover, we have

$$
\lim _{\theta \rightarrow \pi}\left(\hat{h}\left(R e^{i \theta}\right)-\hat{h}\left(R e^{-i \theta}\right)\right)=\hat{h}(-R)-\hat{h}(-R)=0, \quad R \in\left(0, \mu_{1}\right),
$$

from the continuity of the (entire) function $\hat{h}$ at $p=-R$, and it follows that

$$
\begin{equation*}
\lim _{\theta \rightarrow \pi}\left(\hat{h}_{2}\left(R e^{i \theta}\right)-\hat{h}_{2}\left(R e^{-i \theta}\right)\right)-\lim _{\theta \rightarrow \pi}\left(\hat{h}_{1}\left(R e^{i \theta}\right)-\hat{h}_{1}\left(R e^{-i \theta}\right)\right)=0, \quad R \in\left(0, \mu_{1}\right) \tag{4.10}
\end{equation*}
$$

By combining this with (4.8), we get

$$
\begin{align*}
& \sin \left(\alpha_{1} \pi\right) R^{\alpha_{1}} \hat{g}(-R)\left(c_{1}-2 \cos \left(\alpha_{1} \pi\right) c_{1}^{\prime} R^{\alpha_{1}}+\mathcal{O}\left(R^{2 \alpha_{1}}\right)\right) \\
= & \sin \left(\alpha_{2} \pi\right) R^{\alpha_{2}} \hat{g}(-R)\left(c_{2}-2 \cos \left(\alpha_{2} \pi\right) c_{2}^{\prime} R^{\alpha_{2}}+\mathcal{O}\left(R^{2 \alpha_{2}}\right)\right), \quad \text { as } R \downarrow 0 . \tag{4.11}
\end{align*}
$$

Further, since $g$ is a non-zero compactly supported function, its Laplace transform $\hat{g}$ is holomorphic and not everywhere zero in $\mathbb{C}$. Thus, there exists a decreasing sequence $\left(r_{n}\right)_{n}$ of positive real numbers lying in $\left(0, \mu_{1}\right)$ and converging to 0 , such that $\hat{g}\left(-r_{n}\right) \neq 0$ for all $n \in \mathbb{N}$. Thus, taking $R=r_{n}$ in (4.11) gives

$$
\begin{align*}
& \sin \left(\alpha_{1} \pi\right) r_{n}^{\alpha_{1}}\left(c_{1}-2 \cos \left(\alpha_{1} \pi\right) c_{1}^{\prime} r_{n}^{\alpha_{1}}+\mathcal{O}\left(r_{n}^{2 \alpha_{1}}\right)\right) \\
= & \sin \left(\alpha_{2} \pi\right) r_{n}^{\alpha_{2}}\left(c_{2}-2 \cos \left(\alpha_{2} \pi\right) c_{2}^{\prime} r_{n}^{\alpha_{2}}+\mathcal{O}\left(r_{n}^{2 \alpha_{2}}\right)\right), \quad \text { as } n \rightarrow \infty \tag{4.12}
\end{align*}
$$

Let us assume that $\alpha_{1}<\alpha_{2}$. Then, multiplying both sides of (4.12) by $r_{n}^{-\alpha_{1}}$ and sending $n$ to infinity yield $\sin \left(\alpha_{1} \pi\right) c_{1}=0$, and hence $c_{1}=0$, since $\alpha_{1} \pi \in(0, \pi)$. In light of (4.9) and the fact that $\lambda_{1, k}>0$ for all $k \in \mathbb{N}$, this leads to the contradiction $\varphi_{1, k}^{\prime}(0)=0$. Thus we have $\alpha_{1} \geq \alpha_{2}$ and hence $\alpha_{1}=\alpha_{2}$, as $\alpha_{1}$ and $\alpha_{2}$ play symmetric roles.

Step 4: End of the proof. In view of Step 3, we set $\alpha=\alpha_{1}=\alpha_{2}$ in (4.10) and then infer from (4.7) that

$$
\hat{g}(-R) \sum_{k=1}^{\infty} \frac{\left(\varphi_{1, k}^{\prime}(0)\right)^{2}}{\left(R^{\alpha}+\lambda_{1, k} e^{i \alpha \pi}\right)\left(R^{\alpha}+\lambda_{1, k} e^{-i \alpha \pi}\right)}=\hat{g}(-R) \sum_{k=1}^{\infty} \frac{\left(\varphi_{2, k}^{\prime}(0)\right)^{2}}{\left(R^{\alpha}+\lambda_{2, k} e^{i \alpha \pi}\right)\left(R^{\alpha}+\lambda_{2, k} e^{-i \alpha \pi}\right)}, \quad R \in\left(0, \mu_{1}\right) .
$$

Next, since $\hat{g}$ is holomorphic and not everywhere zero in $\mathbb{C}$, there exist two positive real numbers $r_{1}<r_{2}<\mu_{1}$ such that $\hat{g}(-R) \neq 0$ for all $R \in\left(r_{1}, r_{2}\right)$. Thus, the above identity implies

$$
\begin{equation*}
\sum_{k=1}^{\infty} \frac{\left(\varphi_{1, k}^{\prime}(0)\right)^{2}}{\left(R^{\alpha}+\lambda_{1, k} e^{i \alpha \pi}\right)\left(R^{\alpha}+\lambda_{1, k} e^{-i \alpha \pi}\right)}=\sum_{k=1}^{\infty} \frac{\left(\varphi_{2, k}^{\prime}(0)\right)^{2}}{\left(R^{\alpha}+\lambda_{2, k} e^{i \alpha \pi}\right)\left(R^{\alpha}+\lambda_{2, k} e^{-i \alpha \pi}\right)}, \quad R \in\left(r_{1}, r_{2}\right) \tag{4.13}
\end{equation*}
$$

Meanwhile, in light of Lemma 3.3, one can deduce that the map

$$
z \mapsto \sum_{k=1}^{\infty} \frac{\left(\varphi_{j, k}^{\prime}(0)\right)^{2}}{\left(z+\lambda_{j, k} e^{i \alpha \pi}\right)\left(z+\lambda_{j, k} e^{-i \alpha \pi}\right)}
$$

is meromorphic in $\mathbb{C}$ with simple poles at $\lambda_{j, k} e^{i(1 \pm \alpha) \pi}, k \in \mathbb{N}$. Then, (4.13) implies

$$
\begin{equation*}
\sum_{k=1}^{\infty} \frac{\left(\varphi_{1, k}^{\prime}(0)\right)^{2}}{\left(z e^{i \alpha \pi}+\lambda_{1, k}\right)\left(z e^{-i \alpha \pi}+\lambda_{1, k}\right)}=\sum_{k=1}^{\infty} \frac{\left(\varphi_{2, k}^{\prime}(0)\right)^{2}}{\left(z e^{i \alpha \pi}+\lambda_{2, k}\right)\left(z e^{-i \alpha \pi}+\lambda_{2, k}\right)} \tag{4.14}
\end{equation*}
$$

for all $z \in \mathbb{C} \backslash\left\{\lambda_{j, k} e^{i(1 \pm \alpha) \pi}, j=1,2, k \in \mathbb{N}\right\}$. This yields $\left(\varphi_{1, k}^{\prime}(0)\right)^{2}=\left(\varphi_{2, k}^{\prime}(0)\right)^{2}$ and $\lambda_{1, k}=\lambda_{2, k}$ for $k \in \mathbb{N}$, or equivalently $\left(\left|\varphi_{1, k}^{\prime}(0)\right|, \lambda_{1, k}\right)=\left(\left|\varphi_{2, k}^{\prime}(0)\right|, \lambda_{2, k}\right)$ for $k \in \mathbb{N}$. It follows from this and [35, Theorem 1], that $\left(\ell_{1}, \rho_{1}, q_{1}\right)=\left(\ell_{2}, \rho_{2}, q_{2}\right)$, which yields the desired result.

Remark 4.1. Note that one beneficial memory effect of fractional diffusion equations lies in the discontinuities on the whole negative real axis $(-\infty, 0)$ of the Laplace transform in time of solutions of (1.2), which is key to the proof of Theorem 2.1. This property, which is inherent to the fact that $\alpha \notin \mathbb{N}$, allows us to derive (4.7) and to obtain formulas (4.11) and (4.13) from (4.10). Clearly this property is no longer valid when $\alpha_{1}=\alpha_{2}=1$ since in that case we would instead have

$$
\lim _{\theta \rightarrow \pi} \hat{h}_{j}\left(R e^{i \theta}\right)-\hat{h}_{j}\left(R e^{-i \theta}\right)=0, \quad R \in\left(0, \mu_{1}\right), j=1,2
$$

### 4.2 Proof of Theorem 2.2

For $j=1,2$, consider the operator $B_{j}=\rho_{j}^{-1}\left(-\partial_{x}^{2} u+q_{j}\right)$ acting on $L^{2}\left(\left(0, \ell_{j}\right) ; \rho_{j} \mathrm{~d} x\right)$ with its domain $D\left(B_{j}\right)=$ $\left\{v \in H^{2}\left(0, \ell_{j}\right): v(0)=v^{\prime}\left(\ell_{j}\right)=0\right\}$. The spectrum of $B_{j}$ consists of an increasing sequence $\left(\mu_{j, k}\right)_{k \in \mathbb{N}}$ of simple and positive eigenvalues. We associate with these eigenvalues an orthonormal basis $\left(\psi_{j, k}\right)_{k \in \mathbb{N}}$ of $L^{2}\left(\left(0, \ell_{j}\right) ; \rho_{j} \mathrm{~d} x\right)$. The solution $w$ of (2.3), with $\alpha=\alpha_{j}, \ell=\ell_{j}, q=q_{j}$ and $\rho=\rho_{j}$, takes the form

$$
w_{j}(x, t)=-\sum_{k=1}^{\infty}\left(\int_{0}^{t}(t-s)^{\alpha_{j}-1} E_{\alpha_{j}, \alpha_{j}}\left(-\mu_{j, k}(t-s)^{\alpha_{j}}\right) h(s) \mathrm{d} s\right) \psi_{j, k}^{\prime}(0) \psi_{j, k}(x), \quad x \in\left(0, \ell_{j}\right), t \in(0, T)
$$

Using this representation and mimicking the proof of Theorem 2.2 yield $\alpha_{1}=\alpha_{2}$ and $\left|\psi_{1, k}^{\prime}(0)\right|=\left|\psi_{2, k}^{\prime}(0)\right|$, $\mu_{1, k}=\mu_{2, k}$ for all $k \in \mathbb{N}$. Then, by combining [35, Section 5] with [35, Theorem 1], we deduce (2.6).

## 5 Numerical results and discussions

In this section, we present numerical results to demonstrate the feasibility of the simultaneous recovery of unknown parameters and the interval size.

### 5.1 Levenberg-Marquardt method

First we describe the numerical algorithm for obtaining the reconstruction. Since the inverse problem involves four unknown parameters $(\alpha, \ell, \rho$ and $q$ ), it is numerically very challenging to recover all of them, and also the recovery of the order $\alpha$ has been extensively studied (see, e.g., [9, 24]). Thus, below we focus on recovering the potential $q$ and the interval length $\ell$. In Examples 5.1 and 5.2, we assume that the order $\alpha$ and the density $\rho$ are given, whereas in Example 5.3, we assume that only the order $\alpha$ is given. Numerically, since these parameters have different influence on the measurement, standard iterative methods, e.g. Landweber method and conjugate gradient, do not work very well. In several studies (see, e.g., [24, 10], the LevenbergMarquardt method [22, 25] has shown excellent numerical performance for solving related inverse problems. Thus, we employ it for the numerical reconstruction below.

We describe the method for recovering $q$ and $\ell$, and the extension to more general cases is direct. We define a nonlinear operator $F:(q, \ell) \in L^{2}(\Omega) \times \mathbb{R}_{+} \rightarrow \partial_{x} u(0, t) \in L^{2}\left(T_{0}, T\right)$, where the function $u$ solves problem (1.2) or (2.3) with parameters $q$ and $\ell$. Fix an initial guess $\left(q^{0}, \ell^{0}\right)$. Now given $\left(q^{k}, \ell^{k}\right)$, we find the next approximation $\left(q^{k+1}, \ell^{k+1}\right)$ by

$$
\left(q^{k+1}, \ell^{k+1}\right)=\arg \min J_{k}(q, \ell)
$$

with the functional $J_{k}(v, \ell)$ (based at $\left.\left(q^{k}, \ell^{k}\right)\right)$ given by

$$
\begin{aligned}
J_{k}(q, \ell)= & \left\|F\left(q^{k}, \ell^{k}\right)-z^{\delta}+\partial_{q} F\left(q^{k}, \ell^{k}\right)\left(q-q^{k}\right)+\partial_{\ell} F\left(q^{k}, \ell^{k}\right)\left(\ell-\ell^{k}\right)\right\|_{L^{2}\left(T_{0}, T\right)}^{2} \\
& +\beta_{q}^{k}\left\|q-q^{k}\right\|_{L^{2}\left(0, \ell^{k}\right)}^{2}+\beta_{\ell}^{k}\left|\ell-\ell^{k}\right|^{2}+\mu\|q\|_{L^{2}\left(0, \ell^{k}\right)}^{2}
\end{aligned}
$$

where $z^{\delta}$ is the noisy data, $\left[T_{0}, T\right]$ is the measurement time horizon, $\beta_{q}^{k}, \beta_{\ell}^{k}$ and $\mu$ are positive scalars, and $\partial_{q} F\left(q^{k}, \ell^{k}\right)$ and $\partial_{\ell} F\left(q^{k}, \ell^{k}\right)$ are the Jacobians of the forward map $F$ in $q$ and $\ell$, respectively. The parameters $\beta_{q}^{k}$ and $\beta_{\ell}^{k}$ are often decreased geometrically with decreasing factors $\gamma_{q}, \gamma_{\ell} \in(0,1): \beta_{q}^{k+1}=\gamma_{q} \beta_{q}^{k}$ and $\beta_{\ell}^{k+1}=\gamma_{\ell} \beta_{\ell}^{k}$. The parameter $\mu$ is fixed during the iteration. The derivative $\partial_{q} F\left(q^{k}, \ell^{k}\right)$ can be evaluated explicitly. Indeed, let $u^{k}$ solve problem (1.2) with $(q, \ell)=\left(q^{k}, \ell^{k}\right)$. Then the directional derivative is $\partial_{q} F\left(q^{k}, \ell^{k}\right)[h]=\partial_{x} w(0, t)$, with

$$
\begin{cases}\rho \partial_{t}^{\alpha} w-\partial_{x}^{2} w+q^{k} w=-h u^{k}, & \text { in }\left(0, \ell^{k}\right) \times(0, T] \\ w\left(\ell^{k}, t\right)=0, w(0, t)=0, & t \in(0, T) \\ w=0, & \text { in }\left(0, \ell^{k}\right) \times\{0\}\end{cases}
$$

Furthermore, $\partial_{\ell} F\left(q^{k}, \ell^{k}\right)$ can be computed using the difference quotient $\partial_{\ell} F(q, \ell) \approx(\delta \ell)^{-1}(F(q, \ell+\delta \ell)-$ $F(q, \ell)$ ), where $\delta \ell$ is a small number, fixed at $\delta \ell=1 \mathrm{e}-3$ below.

### 5.2 Numerical results and discussions

Now we present numerical results by the Levenberg-Marquardt method. Throughout, we take the domain $\Omega=(0,1)$, i.e. $\ell^{\dagger}=1$, and $T=1$. We discretize problems (1.2) and (2.3) using the Galerkin method with conforming piecewise linear finite element in space and backward Euler convolution quadrature in time [13]. In all experiments, we take a mesh size $h=1 / 100$ and time step size $\tau=1 / 1000$. The accuracy of a recovered potential $q$ is measured by the relative $L^{2}(\Omega)$ error $e_{q}=\left\|q-q^{\dagger}\right\|_{L^{2}(\Omega)} /\left\|q^{\dagger}\right\|_{L^{2}(\Omega)}$. The residual $r$ of the recovered tuple $(q, \ell)$ is $r(q, \ell)=\left\|F(q, \ell)-z^{\delta}\right\|_{L^{2}\left(T_{0}, T\right)}$. The exact data $\partial_{x} u^{\dagger}(0, t)$ is generated on a fine space-time mesh, and the noisy $z^{\delta}$ is generated as

$$
z^{\delta}(t)=\partial_{x} u^{\dagger}(0, t)+\epsilon\left\|\partial_{x} u^{\dagger}(0, \cdot)\right\|_{L^{\infty}\left(T_{0}, T\right)} \xi(t)
$$

where $\xi(t)$ follows the standard Gaussian noise and $\epsilon>0$ denotes the relative noise level.
Example 5.1. This example is for the inverse problem of equation (1.2). Let the boundary data $g(t)=$ $\chi_{[0,0.5]}$, where $\chi$ denotes the characteristic function. Fix $\alpha$, and $\rho(x)=1+0.5 \chi_{[0.5, \ell]}$. The potential $q^{\dagger}(x)=$ $10 x(1-x)^{2}$ and $\ell^{\dagger}=1$ are unknown. The measurement data $z^{\delta}$ is collected in interval $\left[T_{0}, T\right]=[0.6,1]$.

In Fig. 1, we show the convergence of the Levenberg-Marquardt method. We initialize the method at $q^{0}(x)=0$ and $\ell^{0}=1.1$. For exact data $\epsilon=0 \%$, the residual $r$ decays to $2 \mathrm{e}-4$, due to the presence of discretization error, and the error $e_{q}$ decays to $3 \mathrm{e}-2$ and then stabilizes. For noisy data, we observe a typical semi-convergence behavior: The error $e_{q}$ first decreases, levels off and eventually starts to increase (after about twenty iterations). This behavior is also observed for the interval length $\ell$. Thus, early stopping is critical to get reasonable reconstructions. The semi-convergence phenomenon is more pronounced at the higher noise level $\epsilon=5 \%$. Since the Levenberg-Marquardt parameters $\beta_{q}$ and $\beta_{\ell}$ decays geometrically, the reconstruction eventually blows up as the number of iterations increases, due to the ill-posedness of the inverse problem. Indeed, Fig. 3(a) shows that the singular values of the linearized operator $\partial_{q} F$ decay extremely fast to $10^{-15}$ (the machine precision). This indicates that the inverse problem is severely ill-posed and one can only expect to capture a few singular functions (corresponding to large singular values). Fig. 2 shows the recovered potential $q$ with $1 \%$ noise data, where the results are chosen such that relative error $e_{q}$ is smallest along the iteration trajectory; see also Table 1 for quantitative results. Due to the severe ill-posedness of the inverse problem, we have taken relatively large parameters $\beta_{q}$ and $\beta_{\ell}$ such that the iterations are relatively stable.


Figure 1: The convergence of the algorithm for Example 5.1, at three noise levels, $\alpha=0.75$.

Example 5.2. This example is for the inverse problem of equation (2.3). Let the boundary data $h(t)=$ $\chi_{[0,0.8]}$. Fix $\alpha$, and $\rho(x) \equiv 1$. The potential $q^{\dagger}(x)=\frac{1}{1+e^{-10 x}}$ and $\ell^{\dagger}=1$ are unknown. The measurement data $z^{\delta}$ is collected in interval $\left[T_{0}, T\right]=[0.9,1]$.

The numerical results for Example 5.2 are shown in Fig. 4. The initial guess is taken as $q^{0}(x)=0.5$ and $\ell^{0}=1.1$. The convergence plot is quite similar to Example 5.1: there exists a semi-convergence phenomenon of the iterations, and the error $e_{q}$ first decreases and then increases afterwards. The numerical reconstructions


Figure 2: The reconstructions of the potential $q$ for Example 5.1.




Figure 3: The singular values of the Jacobian $\partial_{q} F$ in Examples 5.1, 5.2, and 5.3 (from left to right).
Table 1: The parameter choice and numerical results for Example 5.1 at noise level $1 \%$.

| $\alpha$ | $\beta_{q}^{0}$ | $\beta_{\ell}^{0}$ | $\gamma_{q}$ | $\gamma_{\ell}$ | $\mu$ | $e_{q}$ | $\ell$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.25 | $2 \mathrm{e}-2$ | 200 | 0.9 | 0.9 | $1 \mathrm{e}-9$ | $1.12 \mathrm{e}-1$ | 1.0133 |
| 0.50 | $5 \mathrm{e}-2$ | 500 | 0.9 | 0.9 | $1 \mathrm{e}-9$ | $7.63 \mathrm{e}-2$ | 1.0129 |
| 0.75 | $1 \mathrm{e}-1$ | 1000 | 0.9 | 0.9 | $1 \mathrm{e}-9$ | $2.81 \mathrm{e}-2$ | 1.0151 |



Figure 4: The convergence of the algorithm for Example 5.2 at three noise levels, for $\alpha=0.75$.
of the potential $q$ are given in Fig. 5; see Table 2 for quantitative results. The reconstruction quality does not depend much on the fractional order $\alpha$, which is consistent with the theoretical results.

The last example aims at recovering also a constant $\rho$.
Example 5.3. This example is for the inverse problem of equation (1.2). Fix $\alpha$. The density $\rho^{\dagger}(x)=1$, the potential $q^{\dagger}(x)=10 x(1-x)^{2}$ and $\ell^{\dagger}=1$ are unknown.


Figure 5: The reconstructions of the potential $q$ for Example 5.2 with $1 \%$ noise.
Table 2: The parameter choice and numerical results for Example 5.2 at noise level $1 \%$.

| $\alpha$ | $\beta_{q}^{0}$ | $\beta_{\ell}^{0}$ | $\gamma_{q}$ | $\gamma_{\ell}$ | $\mu$ | $e_{q}$ | $\ell$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.25 | $2 \mathrm{e}-2$ | 20 | 0.9 | 0.95 | $1 \mathrm{e}-6$ | $4.83 \mathrm{e}-2$ | 0.9998 |
| 0.50 | $5 \mathrm{e}-2$ | 40 | 0.9 | 0.95 | $1 \mathrm{e}-6$ | $3.23 \mathrm{e}-2$ | 0.9826 |
| 0.75 | $1 \mathrm{e}-1$ | 80 | 0.9 | 0.95 | $1 \mathrm{e}-6$ | $4.84 \mathrm{e}-2$ | 1.0191 |

The simultaneous recovery of the density $\rho$ along with $q$ and $\ell$ is very challenging. So we focus on the case that $\rho$ is constant. In Fig. 6, we show the convergence of the algorithm with the initial guess $q^{0}(x)=0$, $\ell^{0}=1.1$ and $\rho^{0}=1.2$. Like before, the method exhibits a semi-convergence behavior, especially for noisy data. Since the density $\rho$ is constant, the convergence of $\rho$ appears to be more robust to the iteration number $k$ than the potential $q$. The choice of parameters and quantitative numerical results are given in Table 3 and Fig. 7. Compared with the results for Example 5.1, the relative error $e_{q}$ is larger due to the unknown density $\rho$, indicating the challenges of recovering multiple coefficients.

Table 3: The parameter choice and numerical results for Example 5.3 with noise level $\epsilon=1 \%$.

| $\alpha$ | $\beta_{q}^{0}$ | $\beta_{\ell}^{0}$ | $\beta_{\rho}^{0}$ | $\gamma_{q}$ | $\gamma_{\ell}$ | $\gamma_{\rho}$ | $\mu$ | $e_{q}$ | $\ell$ | $\rho$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.25 | $2 \mathrm{e}-2$ | 200 | 50 | 0.9 | 0.9 | 0.9 | $1 \mathrm{e}-9$ | $1.39 \mathrm{e}-1$ | 1.0061 | 1.0081 |
| 0.50 | $5 \mathrm{e}-2$ | 500 | 100 | 0.9 | 0.9 | 0.9 | $1 \mathrm{e}-9$ | $1.66 \mathrm{e}-1$ | 1.0169 | 0.9865 |
| 0.75 | $1 \mathrm{e}-1$ | 1000 | 200 | 0.9 | 0.9 | 0.9 | $1 \mathrm{e}-9$ | $9.24 \mathrm{e}-2$ | 1.0165 | 0.9843 |

These results show clearly the feasibility of recovering multiple parameters in the 1D subdiffusion model from the lateral flux measurement, confirming the theoretical predictions in Theorems 2.1 and 2.2.
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